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SECTION I

CONCLUSIONS AND RECOMMENDATIONS OF THE
DTS ENGINEERING ANALYSIS

1.0 ENGINEERING ANALYSIS 1. TRANSMISSION TECHNIQUES

1.1 Conclusions. The narrowband teciimfque, ugsing a Frequency Division
Multiplex (¥DM) system, was shown to bv c¢leerly superior to wideband wheu all
criteria are properly weighted and aveivaged. In the area of Elrctronic
Countermeasures (ECM) the wideband ‘ ‘cunique is preferred except agalnst
broadband jammers. However, it was —2cognized that no transmission tech-
nique is completely and forever ilmmune to a dedicated enemy jamming threat.
Therefore, the advantages of & wideband technique in this area did not
outweigh 1its disadvantages in other areas considered.

The results of the evaluation were gubjected to a sensitivity analysis
to determine the effects of possible incorrect weighting factors or
inconclusive ratings against the criteria. The Narrowband FDM Transmission
Technique remained the better choice.

1.2 Recommendation. A channelized narrowband transmission technique
(FDM) 1is recommended. The DTS design should be such that a conversion from
the FDM to a narrowband frequency hopping system can be made in the future
if the development of this technlque materializes to a cost-effective
capability. Converting the FDM to narrowband frequency hopping would
provide a measure of protection against jamming not available with FDM.

2.0 ENGINEERING ANALYSIS 2. REPEATER TYPES

2.1 Conclusion. An all digital repeater design was found as ranking
slightly above a combined digital/analog design. If che requirement for
analog data transmission is eliminated, the decision as to the repeater
type will have teen made regardless cf the analysis.

2.2 Recommendation. It is recommended that digital only repeater
types be designed, with the decision that the digital/analog combined
design be based on the requirement to transmit analog data.

3.0 ENGINEERING ANALYSIS 3. REPEATER CONFIGURATION

3.1 Conclusion. Of the alternatives considered, the one which uses
a single configuration with common electronics received the highest
ranking by a reasonable margin. All weighting techniques used in the
analysis showed simllar results. Likewlse, a sensitivity analysis with
variable weights did not change the ranking of this alternative versus
the other alternatives. However, in reviewing the weights which were
assigned to the various criteria and subcriteria, the team believer that
a disproportionate weight was given to some criteria which tended to
favor this alternative over the others. 1In particular, human factors are
believed to be of much greater importance than versatility. imilarly,

reliability 1s given a significantly greater welght in this engineering
anelysis than others. In view of this, the team does not believe the
analysis 1s conclusive.
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1 3.2 Recommendation. Based on the above statements, the team recommends
: that a separate configuration with common electronics be used for designing
l repeaters for air delivered and hand emplaced use (Alternitive B).

4.0 ENGINEERING ANALYSIs 4. EQUIPMENT CONSTRUCTION METHODS

f 4.1 Conclusion. A common functional modular design ranks signifi-

cantly higher than ~» unique design of each haruware elecment (repeaters,

: sensors, etc.). ': alternative which incorporates common LSI chips as

‘ sub-functional units along with common functional modules ranked a very
close second. Although the results of the sensitivity analysis did not
change the relative ranking of alternatives, it was concluded by the
team that the difference in ranking of alternatives A and B was not signifi-

cant.

e Coaenls aab i

4.2 Recommendation. In view of the close vanking between alterna-
tives A and B, the team recommends that a common functional modular design
be utilized for the hardware elements of the ULS and in addition, consider
using sub-function:. 1 units which may have been developed by the Govermment
at the time of contrurting for the DTS hardware degign. Typical sub-func-
tional units which are heing funded in development are the digital synthesizer
and reference oscillator {TCVCX0).

5.0 ENGINEERING ANALYSIS 5, SENSOR CONTROL MODULE

5.1 Conclusions. The relative ranking of the two alternatives,
bagsed on the weighted and sensitivity analyses, was not conclusive. This
could be due to several factors: a) the alternatives are equally capable
of providing the operational requirements; b) the weighting factors
applied to the criteria are questionable; or c) the set of evalJuation
criteria 1is not sufficient or complete.

5.2 Recommendation. Based on the inconclusive reasults of the
evaluation, no recommendation is wade. If the possible use of an SCM with
mini~gensors is still considered a viable alte-native, additional eveluation
with other criteria should he considered.
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P_' ' 6.0 ENGCINEERING ANALYSIS 6. NUMBER OF CHANNELS FOR REPEATER
3

6.1 Conclusions. Of the three alternatives considered, single
channel repeaters received the highest ranking in all four weighting
techniques used in the analysis. The alternative of providing both
single and dual channel repeaters for REMBASS use ranked second in all
welghting techniques, with the combined sir le,/dual channel repeater
design always last.

Again, in reviewing the relative welghts which were assigned to
the various criteria, it was the conclusion of the team members that
some of the weight assignments of the subcriteria were not realistic.
For example, the subcriteria of cost which were improperly weilghted
were: a) acquisition costs; and b) life cycle support costs. Since the
sensitivity analysis only considered the results of a perturbation of
the major criteria (e.g., cost), these anomalies would not show up in
the analysis. Restructuring the subcriteria weights would not necessarily
reverse the difference between the first and second ranked alternatives.
Whether the approximate 107 differential is significant for choosing
an alternative has not been determined.

6.2 Recommendation. It is recommended that single channel
repeaters be developed for REMBASS. 1In view of the factors discussed
above, it is possible that dual channel repeaters may be cost effective
in some applications. Therefore, it is also recommended that develop-~
ment of dual channel repeaters as well as single channel repeaters be
considered.

7.0 ENGINEERING ANALYSIS 7. MODULATION TECHNIQUES

7.1 Conclusions. The analysis indicates that fhase Shift Keying
(PSK) is the bhest method of digital data modulation of all the methods
considered. 1In order for PSK to perform better than other methods, a
coherent or matched filter receiver must be used. Under certain conditions
a coherent system may be approximated, given sufficient time for phase
and frequency synchronization at the receiver. Likewise, a matched f£1l-
ter processor may be accomplished for burst type digital signals using a
Surface Wave Device (SWD). Unfortunately, SWD's are only applicable to
wideband type signals. Since the analysis was made, independent of the
type of transmission techniques (wideband or narrowband), and since a
narrowband technique was recommended as a result of Engineering Analysis 1,
the results of this engineering analysis must be evaluated in light of
the narrowband trausmission technique. Consequently, PSK tends to lose its
ranking with a narrowband system such as REMBASS will use. Similar conclusions
are applicable to other methods which require a coherent processor or matched
filter receiver. These are a) Differential PSK; and b) Chirp.

On-off Keying (0OK) is ranked rather high, if one is able to insure
a specified minimum (S/N)pin at the receiver, which is determined by the
required message bit error rate. If this (S/N)min cannot be insured, the
' performance of the system degrades drastically.
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Since the REMBASS DTS cannot be insured of a given receiver (S/N), using
00K modulation 18 not considered to be advisab.e. Adaptive threshold
techniques may be incorporated in the receiver in some cases but this
would impact on message structure and message duration. It 1s believed
that sufficient wright was not given to error performance in the analysis
and too much weight was given to spectrum utilization. Changing these
welghts would easlly reverse the ranking of OOK vice BFM or BFSK.

Recommendation. Binary FM and Binary FSK differ in the receiver
more than in the transmitter. In fact, a BFM receiver can recelve a
BFSK modulated signal. A BFM receiver is used if both analog and digi-
tal data are transmitted. If only digital data is transmitted a BFSK
dual filter receiver will degrade more gracefully with decreasing (S/N)
than BFM; therefore, since it appears that REMBASS will not transmit
analog data, a BFSK modulation of digital data is reccmmended.

1.0 ENGINEERING ANALYSIS 8. MESSAGE TYPES

8.1 Conclusion. The analysis indicates that 1f both digital and
analog data are to be transmitted in REMBASS, analog data should not
be digitized before transmission but should be used directly as a
modulating signal.

8.2 Recommel 'ation. If both unalog and digital data are to be
transmitted, analog data should be used directly to modulate the carrier;
whereas, the digital data would use dual frequency modulation for
the two binary states of the digital data.

9.0 ENGINEERING ANALYSIS 9, FREQUENCY CHANGING METHODS

9.1 Conclusion. The analysis indicated that three methods of
frequency changing should be used in the REMBASS DTS equipment as
applicable: a) digital frequency synthesizer; b) single frequency
oscillator module; and c¢) crystal substitution. The furmer is the
more expensive and would be used only in those equipments in which
the versatility of frequency selection was an overriding considera-
tion. The second method would be used in equipments when the need for
wide eavirommental capability (temperature) was required; but, frequency
changing was seldom required except at a depot level of maintenance.
Crystal substitution would be used only if the accuracy and stability
requirements of the equipment was not severe. If + 5 ppm frequency
stability was required, even at limited temperature ranges, it is not
expected that this method would be usable.

9.2 Recommendation. The methods indicated ir. the analysis, and
discussed above, are recommended.

11
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10.0 ENGINEERING ANALYSIS 10. MESSAGE CODING

10.1 Conclusions. The analysis indicates that a single bit parity
check error detection coding for REMBASS digital data messages is pre-
ferred over single error correction coding, or no coding. It is empha-
sized that this assumes that the DTS data messages contain no classified
information. That is, reliability of data communication is the primary

concern.

The DTS team does not agree with the relative weights applied to
the cost subcriteria; however, this would not change the results since
the rating of the two top alternatives are equal for these subcriteria.

10.2 Recommendation. It is recommended that a single bit parity
check be incorporated with all digital data for error detection only.

11.0 ENGINEERING ANALYSIS 11. REPEATER OPERATIONAL TESTING

11.1 Conclusion. Command testing of operational repeaters ranked
first in all four weighting techniques used in the analysis. The evalua-
tion was predicated upon a command link being required for some sensors
and therefore, did not cousider a command link being included for the
sole purpose of testing repeaters. If a command link is not available,
the results of the analysis would have to be reviewed for the possibility
of a differenct conclusion.

J1.2 Recommendation. It is recommended that repeaters include the
capability for some degree of operational testing via the sensor command

1link.
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L SYMBOL DEFINITIONS
SYMBOL DEFINITION
« (r) Net sensor-to-recelver losgses
) () Channel Attenuation (excluding fading) characteristics
g (r) Net jammer-to-receiver logses
B System bandwidth
BC Channel bandwidth
By Data bit-rate bardwidth
BF FFH bandwidth per channel
By Information bandwidth
B Bandwidth of jammer noise
B, Recelver nolse Landwidth
BN Sensor data bandwidth
Bp Pseudo-noise transmission bandwidth
Br Bit rate bandwildth
Bry Maximum narrowband bit-rate bandwidth
Brw Wideband bit-rate bandwidth
C Number of channels (narrowband)
c(t) Carrier
(Ep/ n) Energy per bit/one-sided noise power density
Af Frequency uncertainty due to oscillator instabilities,etc.
F Receiver noise factor (also figure)
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SYMBOL DEFINITIONS
FAB Data bit false alarmm
FAD expected false alarm per day
fu Highest analog frequency
GAR Recelving antenna gain
Gar Transmitting antenna gain
Gp Processing gain
j) Jamming (jammer irput) signrd
k Boltzmann's counstent
A Average rate/sensor
L Preselector filter losses, etc.
Lp Propagation loss
m(t) Message
m' (t) Demodulated replica of m(t)
N (PN code hits)
Ni Effective recelver noise power (total)
n Number of sensors
n Noise power density equals 10 log (k Te)
n(t) Noise
P Probability of message overlap
P. Probability of false alarm during chip time
Ppp Probability of data bit detection
PpeB Probabllity of detection per code bits
PDM Probability of message detection
Pe Error probability
PFAB Probability of data bit false alarm
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Prry

P,

PpNss
Ps
PSFH/FD
PSW
Pe(e)
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Rp
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s/J
(S/M)1F
(8/R)q
S¢ (V)
Sp(t)
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DEFINITIONS
Probability of message false alarm
Probability that a net is in one of the FFH bands
Total jammer power (noise-like signal)
Probability that a single net is within REMBASS band
Sensor power
Joint probability net within band and on REMBASS channel
Wideband transmitter (sensor power output)
Transmitter output power
Chip rate
Data rate

Maximum range between sensor/relay, relay/velay or
relay/receivers

Mipimum range between jammes and any veceiver
Signal~to~jammer power ratio

Required rignal-to-noise ratio into the demodulator
Signal-to-quantization ratio

Radiated signal

Signal at receiver input terminals

Antenna noise tempeaature

Bit duration

Effective receiver noise temperature or equivalent
noise temperature

Message duracion (length)

Specified time interval

Sub-~bit duration

Chip duration
8
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SECTION I
o ' ENGINELRING ANALYSIS 1 - TRANSMISSION TECHNIQUES
1.0 SUMMARY

This analysis addresses the transmission technique that
will be used in the REMBASS Data Transmigsion Subsystem. The alternatives
were evaluated against a specific set of critervia: cost; performance;
vergatility; schedule; technicual risk; and logistics. The analysis con-
cluded that channelized narrowband transmission (FDM) should be utilized.
This technique should be implemented in such a way so as to facilitate
conversion to a frequency "opping technique at a later date.

2.0 INTRODUCTION

The REMBASS system 18 composed of several major subsystems.
Several different alternative subsystem designs may be found which
meet the system operational and fuuctional requirements of REMBASS
within certain constraints. In 0.ucc to determine which subsystem
alternative provides the best choice, alternatives are evaluated and
analyzed against common criteria and one or more possible alternatives
are selected as candidates for final system cowmponents. This report
is8 concerned with the selection of a tramsmission technique for the
Data Transmission Subsystem (DTS).

3.0 STATEMENT OF THE PROBLEM

Data from REMBASS mu- . be communicated to remote readout stations
via radic frequency (RF) links, especially designed for this purpose. In
some cases the link will include one or more radio repeaters due to the
distance between sensor and readout. This RF communication link must
perform reliably in an environment which consists of other RF emitters,
extraneous noigr sources, and possible enemy jamming. Within given
constraints, 4 communication technique must be selected which providen
the required operation capability and is the optimum alternative measured
against the given criteria.

4.0 ALTERNATIVES

Two alternative transmission techniques will be evaluated and
analyzed to determine which technique most nearly satisfles the REMBASS
requirements. These are a) narvowband; and b) wideband.

4.1 Narrowband. A narrcwband trancmission system is characterized
by the ratio of information baudwidth to baseband data bandwidth being a
factor of about 10. Therefore, the system banuwidth may be divided into
many narrowhand channels. Each charnel may be gshared by man; transmitter/
receivers, all opevating on the same carrier frequeuncy, Two cirpes of
narrowband systems will be evaluated. Thesge are a) Slow Frequency Hop
- (SFH); and b) Channelized Frequency Division (FD).
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4.1.1 SFH System. The SFH zystem is similar to the channelized
FD in that many narrowband channels are created from the available system
bandwidth. 1In operation, a transmitter and receiver will systematically
switch from one channel to another in some pseudo-gynchronous pre-
determined manner, only remaining on a given channel for a short period
of time before gwitching to the next channel. 1t is not mandatory that
a transmission occur before gwitching to a different channel. The
switching period should be long compared to a message duration; however,
it shouid >t be s0 long that manv sensor messages are transmitted during
each peric. Otherwise, the message loss may be inordinately large.
Optimizing _he switching period versus the number of sensors ¢n a channel
and relative clock stabilities will be a major concern with this technique.

4.1.2 (Chaopelized ED Sygtem. The Channelized FD System is very

simple and straightforward. The system bandwidth is divided into many
narrowband channels and a given number of sensors are assigned to a rixed
channel. The channel width is determined by message rate, modulation
methods, co-channel isolation requirements, etc. The South East Asia
Operational Sensor System (SEAOPSS) is representative of this technique.

4,2 Wideband. A wideband transmission system 1s characterized by
a large ratio of information bandwidth to data rate bandwidth. The
objective of these type systems is usually that of trading bandwidth
for processing gain, or signal-to~noise ratio. Two types of wideband
systems will be evaluated: a) Pseudo~noise Spread Spectrum (PNSS);
and b) Fast Frequency Hop (FFH). Both of these types have attributes
which are desirable for certain applications.

4.2.1 PNSS. This is a wideband system in which the energy in the
data signals is spread over a wide frequency band by a coding operation
prior to wmodulation and transmiscsion. To provide a continuous transmission
gpectrum, as well as provide some degree of countermeasure, the transmittal
data is made to look like nolse by coding with a PN code. If a coherent
system can be designed, significant processing gain may be obtained;
however, this is usually at the expense of high peak power.

4.2.2 FFH. This is a wideband system technique which 1is also a
spread spectrum subsystem in which some of the bandwidth spreading is
« btained by progressively shifting the center frequency of transmission
around within the system band. The bandwidth of a given transmissgion is
inversely proportional to the number of hopping frequenciles used.
Synchronization of the hopping rate of receiver and transmitter is a must
for proper operation of a FFH system and this feature tends to limit
the usefulness of the FFH wideband technique.

5.0 CRITERIA

The criteria which will be used in the comparative evaluation of
alternatives axxoclated with this engineering analysis are defined be-
low. In 6.0, each alternative 1s evaluated against this critve ia. All
alternatives will be ranked against other alternatives for each criterion.
Then, each subcriterion will have a summary evaluation sheet from which
the relative ranking of the altern: :i.-2s can be determined for that par-
ticular criterion. Finally, a relatise ranking will be compiled for
each major criterion. |

10 !

. E T
Vo TR PR TS SR Y S . g i T .. .




N A« o S o anb ok oot T X At
Lt 3 P St tmane ) Sttty e s _,,,.',...."___ ‘ TR e e e
‘-

This data will be used in 7.0 to make a comparative analysis of the
alternatives to determine which most nearly meets the REMBASS ra2quire~
ments. In cases where the relative weight of an alternative within a
given criterion is not considered exact, a sensitivity analysis (see 8.0),
will be performed to determine the effects of errors in ratings.

(X%

.. 5.1 Performance Parameters

5.1.1 Processing Gain. This is a measure of efficiency of signal
processing in the receiver. It is usually measured in terms of the signal-
to-noise ratio at the output of the processor and the carrier-to-nrise
ratio at the receiver IF (or limiter) output.

5.1.2 Regyuired Signal-to-Noise Ratio (S/N). This is the ratio
required to meet the operational requirements of ¢.ata error rates or
analog signal quality.

5.1.3 Erxror Probabilities. This 18 a statistical parameter which
relates the expected errors in a given quantity of digital data as a
function of fowe other parameter such as (S/N).

5.1.4 Transmitter Power., This paraueter 1s used to gpecify the
power required from a transmitter to meet such operational raequivements
as error rates, transmission range, etc., for different types of trans-
mission and modulation techniques.

5.1.5 ECM/RFI. Electronic countermeasures (ECM) and radic frequency
interference (RFI) are two forms of electroniz RF signals which a communi-
cation system must be protected against to the maximum extent practicable.

5.1.6 Spectrum Utilization. This is a measure of the efficiency
with which a given transmission and modulation technique are able to
utilize a given assigned RF spectrum. For REMBASS it is measured in terms
of the number of separate communication channels, or the number of
sensors, which may be accommodated within the band.

5.2 Versatility. Versatility implies the ability to accommodate
to different situations. In the case of the DTS, it means the ability
of the transmission system to communica*e analog as well as digital data.
It also 1s used to indicate the modifications or compromises in design
necessary to provide this capability for a given transmission technique.

5.3 Reliability. This is another statistical term which 18 used
to indicate quality of performance. It is generally defined as the pro-
bability that the device will perform its function without failure for the
period of time intendcd under the specified envirommental conditions.

5.4 Schedule
5.4.1 Development Time. This is the time required to perform any

necessary engineering development on a system design before preproduction
models are available.
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5.5 Risk

5.5.1 Development Risk. This criterion is a qualitative means of
estimating the probability that a chosen technique, design, approach,
etc., will result in a successful conclusion. It is a non—deterministic
parameter in that it depends on the judgement of the evaluator as well as
the capability of undetermined contractors,

5.6 Logistics

5.6.1 Test Equipment Required. This is the special test equipment
required to support a given alternative at any echelon of maintenance
and repair.

5.6.2 Maintenance Skills Required. These are special skills which
are required due to the unique characteristics of the alternative.

5.6.3 Equipment Adjustments Required. This criterion is the measure
of time and expense of putting the equipment in good operating condition;
also, the number and frequency of adjustments necessary to keep it in
operation.

5.7 Cosats

5.7.1 R&D Costs. These costs are assoclated with, and are directly
related to, the development time criterion.

5.7.2 Acquisition Costs. This cost item includes recurring and non-
recurring investment costs to provide the initial equipment, components,
goftware, etc., for the complement of Army users of the system. R&D costs
are sometimes included in acquisition costs but are broken out separately
here.

5.7.3 Life Cycle Support Costs. These are "operating costs" as
defined in AR37-18. Included are a) personnel (crew and maintenance);
b) consumption (equipments); c) Integrated Logistic Support (ILS);

d) transportation; and c¢) depot maintenance.

6.0 TECHNICAL EVALUATION OF ALTERNATIVES

6.1 General. The REMBASS DTS is required to provide a reliable
method of getting data from remote sensors to a recelver at a Sensor
Readout Unit (SRU) and also to provide a command link from the SRU to
certain commandable sensors. This must be accomplished within an environ-
ment of other locally radiated signals (RFI), possible intentional jamming
by unfriendly sources, and other indigencus noise signals. A single
thread link 1s shown in Figure 2-1 where threce repeaters are cascaded
between the sengor field and the SRU. This 18 the maximum number of
repeaters which 18 expected to be used on a channel. Typically one, or
possible two repeaters will satisfy most requirements.

12
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Where poasible, results of other eungineering analyses on gimilar
systems have been evaluated for possible incorporation in this report. 1/

6.2 ECM Threat (Classified).

analysis.

6.3 RFI Enviromment (Clasgified).

aalysis.

6.4 Requirements and System Parameters.

See Addendum A to this engineering

See Addendum A to this englneering

For the purpose of this

evaluation, the following system performance requirements and papameters
will be used:

a)
b)
c)
d)
e)
£)
8)
h)

1)

3

k)
L
u)
n)
o)

Probability of Measage Error (Total)
Falsa Alarm Rate

Missed Message Probability

Maximum Active Sensors

Maximum Number of Repeaters in Tandem
Data Requirements (type)

Avg. Digital Msg Rate (Assumed)

Digital Message (Assumed)

Analog Message

Range:

1) Sensor (SCM) to RR or UCR (LOS)
2) RR to UCR (LOS)

System Bandwidth

Sensor Tx Oscillator Instability
Relay Rx Oscillator Instebility
Relay Tx Oscillator Instability

UCR Oscillator Instability

1/ See response to ECOM REQ DAABQ7-72- Q-0181

R PRI A RTI

14

4 x 10 -3

1/day max-.

2% max

(See TOA MPE)

3

Digital and Analog
.005/sec. /sensor

40 data bits (including
preamble)

10 sec./2kHz Bandwidth

See Clagsified Addendum

I+

10 ppm

I+

10 ppm

1+

10 ppm

2 ppm

I+




6.5 DTS Model. A signal model of a typlcal date transmission channel
is shown in Figure 2-3 which is represcatative of any of cthe transmission
techniguas to be considered in this analysis. A sengor 1s assumed to be
transmittlng to a receiver in the presence of nvise, RFI, and jamming.

A carrier, c(t), is modulated by a (coded) message signal, m(t), amplified
and coupled to the communication chananel by the antenna. The radiated
signal, St(t). suffers free space attenuation, possible fading, and corrup-
tion by noise, n(t), &nd intentional jamming, 3(t), before arriving at the
receiver terminals. The signal is further corxupted by thermal noise in the
receiver. After amplification and filtering, the signal is demodulated and
detected to recover a repiica, m'(t), of the message input at the sensor
modulator. The data link is designed, within gpecified constraints, to
insure that the message output, m'(t), matches the message input m{t),

to a specified precision. That is, the probability that the two are different
nust be some specified maximum value. For digital data messages, this

ﬁﬂ is given as 4 probability of message error per message sent. The trana-

b mission techniques listed as alternatives in 4.0 will be investigated te

- determine how they compare in meeting the REMBASS requirements, when
measured against the c¢riteria listed in 5.0,

The message structure shown in Figure 2-2 will be assumed for
comparison purposas.

c
grax®

X-Bit Preamble 1{Y~Bit ID Z-8its (Information/control)

40 Bits Total

< >

Tm = Message Duration (Digital Only)

FIGURE 2-2

ASSUMED REMBASS DIGITAL MESSAGE
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fi 6.6 Data Link Performance Parameters. In the analysis of a

l 7 data transmission system it is assumed that effects of the separate
N inputs may be added or superposed. Considering the power balanced

for the data signal first, one finds:

1) 10 log Bg (dB) > 10 log (S/N);p (dB) + 10 log a(r) (dB)

+ 10 log Ni(dBM)
where

P‘ = Sensor transmitter power (m watts)

Pt B Ak

(S/_N)IF = Required signal-to-noise ratio

a(r) = net link losses (ante<nna gains, path losses, etc.)
u . N, = kTe Bn = Effective receiver noise power (total)

! .. ] [K = Boltzmann's const.

] [Te = TA + (LF-1) 290°K = Effective receilver noise tempera-
ture in degrees Kelvin

] [TA = Receiver Antenna noise temperature
] [L = Preselector filter losses, atc.
' ] [F = Receiver noilge factor

] [Bn = Receiver noise bandwidth

ol R o et
M- i nnnc S ot S

For purposes of comparing wideband and narrowband transmission
rechniques, it will be assumed initially that the receilver processor
is matched to the incoming signal using either a correlation processor
with coherent detection or matched filter with sampling. If digital
data is being transmitted and processed, the output of the processor
is related to the (S/N)1p as follows:

Ey) BR
2) (S/N)IF . .
n B

L/

where

Ep /)™ 8Verage energy per bit . ; Required (S/N}o for
one~-gided nolse power density given bit error rate

BR = Bit rate bandwidth

= Information bandwidth of the system

10 log(l :)- Processing gain in dB.

With the above assumption 1 becomes

. . . 17
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3) 10 log Ps > 10 log <Eb/n)dB + 10 log (B—) dB + 10 log a(r) dB

+ 10 log (KTe) %;E +10 log (B) dB

Given the system requirements on range, error rate, data rate,
detection and false alarm probabilities, etc., equation 3 determines
the sensor transmitter power required where the only source of inter-
ference is Gaussian type noise with uniform power spectral density, n
watts-sgec.

If a nolse jammer is also operating in the sensor band this noise
may be much more significant to contend with than the extraneous thermal-
type noise; therefore, the sensor asignal-to-jammer power ratio is of
primary importance. This is given by

PsY /Bg\ [P(®)
4) 10 log (5/J) = 10 log 3~ <—B_ a(r)
J N

PS = Sensor power autput

o
o
[ ]

Total jammer power (noise-like sgignal)
B_ = Bandwidth of jammer noise

g(r) = Net jammer-to-receiver losses

a{r) = Net sensor-to-receiver losses

Bn « Receilver noise bandwidti
$ince a(r)/g(r) is independent of the transmission technique it will
be assumed unity for comparison Purposes and therefore 4 becomes

5) 10 log (§) = 10 log zﬁ B3\ ; By 2 B
J P B

J n

A measure of comparison between transmission techniques is the power
required by the sensor transmitier to provide a given measure of per-
formance. For the ideal systems described above, it 1s clear from 3
and 5 that Pg is a function of the processing gain and noise bandwidth
for each technique, other things being equal. The wideband and narrow-
pand technique will be compared on this basis. They will also be com-

pared by considering the limitations of each in obtaining the ideal per-
fermance indic-ted above.

6.6.1 Wideband Transmission Systems. Wideband transmission systems
are generally characterized as having a large transmission bandwidth com-
pared to the baseband data oandwidth. It is also true that the frequency
instability of the transmitter carrier (as well as the receiver local
oscillator) 1s generally small compared to the transmission bandwidth.

13
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Therefore, the noise bandwidth, B , of the recelver may be considered
esgentially equal to the transmisliion bandwidth, By Equation 3 may
then be put in the following form:

6) Pg, (dBm) > u (dBm) + (E‘_b> (dB) + By (dBHz) + o(r) (dB)
Hz n

P = Wideband sensor power in dBm = 10 log Psw (mWatt)

SW
n = 10 log (kTe)

This result would indicate that the lowest bit rate Bp possible, comsistent
with the maximum source message rate requirements, should be used.

Two factors preclude the arbitrary selection of Bp: a) multiple users

of the band require short message lengths to reduce the self interference
probability; and b) analog matched filters cannot, as yet, be fabricated
for large bit periods.

6.6.1.1 Message Length., For lack of a better model the sensor
transmissions are assumed to be Poisson distributed with an average rate
of .005/sec./sensor. If the message duration is Tm, the interval between
messages must be greater than 3Tm to allow the messages to be relayed
without interference, assuming store-~and-forward repeaters on the same
channel. The probability of two or more sensors giving a response in an
interval 3Tm is approximately (see Addendum B)

7) P

R

33 Tm (n-1) (If A\Tm << 1)

A = avg. rate/sensor = ,005 msg/sec/sensor

n Number of sensors

Tm = Message Length

P = Probability of message overlap

The probability of message overlap is determined from the missed
message rate requirement. The 2% missed message rate specified must be
divided between message overlap loss and probability of non- detection
due to noise degradation of the signal. The larger the pevcentage
assigned to overlap, the larger will be the probability of message detec—
tion requirement, and therefore the larger the signal-to-noise ratio
required for a given false alarm rate. A value of 17 will be assumed
for overlap loss. From equation 74 either the maximum message length
may be determined, given the number of sensors to be accommodated, or, if
Ty 18 determined from other constraints, the maximum number of sensors
which the system may accomodate may be determined.

19




6.6.1.2 Matched Filter Limitations. For short burst type trans-

mission, which is typical of REMBASS digital data messages, only analog
matched filters appear feasible for detectios and processing of wideband
signals in the receiver. The present state-of-the-art techniques for
fabricating analog matched filters permit time-bandwidth products of the
ovder of 150 or less, and thercfore a maximum processing gain of about
22 dB. The achievable processing gain for a given type of system will
be considercd later.

6.6.2 Narrowband Transmission Systems. Narrowband transmission
systems are characterized by low bit rate and information bandwidth,
compared to wideband systems. The system bandwidth B, is divided into
channels each of bandwidth B/C, where C is the number of channels. The
maximum matched filter processing gain for narrowband transmission
is also BI/BR- where By is the information bandwidth and under ideal
conditions (perfect filters, no fraqueacy instabilities, etc.) is equal
to B/.. Also, if the number of sensors per channel is reasonably large
({.e., N >> 1) the maximum narrowband bit-rate bandwidth, Bpy is equal
to the wideband bit-rate bandwidth, B, ., divided by the numbter of channels,
C. Therefore, the maximum narrowband processing gain within each narrow-
band channel is the same as for a wideband system.

6.6.2.1 Message Length. To determine the maximum message length
for the narrowband system, it will be assumed that each narrowband
channel must accommodate up to 32 sensors. Usirg the same agssumptions
and parameters as for the wideband system the message length is found
to be

8) Tm < .01 = 21.5 msec
3X.005(32-1)

Letting Ty equsl 20 msec., the bit period for the same 40-bit message
becomes 0.5 msec/ bit giving a narrowband bit rate, BR of 2000 bits
per second and a BR of

9) Bgy = B, (Hz) = 2000 Hz

The information bandwidth, to obtain the same maximum processing gain
as the wideband system, is found from

10 log BI/ = 26.5 dB = 450 ratio
BRN
by

Q

10) By = 450 x 2000 = 900 kHz




R

e h o ear g} ™ - - i A N — P e e . ;

1t is doubtful that one would consider this a narrowband system. There-
fore, the obvious solution is to provide more available channels, and
consequently obtain a greater semnsor capaclty or rucover some anti-
jamming margin against broadband jammers, by reducing the noise band-
width of the receiver and therefore improving the (S/N) for a given input
signal level and jammer power.

6.6,2.2. Matched Filter Limjitations. Just as the wideband system
is not able to take advantage of all the potential processing gain due
to state-of-the-art capabilities in fabricating matched filters, neither
is a narrowband system able to take advantage of all its potential gain
because of: a) the frequency instabilities of the transmitter and receiver
osclllatrcs, which caused increased noise bandwidth, as well as non-coherent
processing; and b) imperfect filters, which require guardbands between
channels, etc, The magnitude of the degradation from a matched filter
operation by non-coherent processing is a function of the ratio of frequency
uncertainties to bit-rate-bandwidth. Glenn 2/ has performed an analysis
on a narrowband digital data system in which the predetecticn bandwidth
of the mark and space channel was a function of the source carrier
frequency uncertainty. The ratio of this bandwidth to the bit-rate
bandwidth (BI/BR) is assumed to be much greater than one, due to frequency
uncertainties. The receiver consisted of a predetection filter (for
Mark or Space) followed by an envelope detector and a filter matched to
the bit rate, B,. The data in Table II-I and Table 1I-I1I show a comparison
of this non-cohérent performance with a similar coherent system with an
equivalent processing gain when BI/BR 18 equal to 10 and 100. As indicated
from the tables, the performance of the non-colerent system improves
relative to the coherent system as the input S/y increases for either
By/Bp. At a bit error rate of 10~3 the deficit is about 3 dB, and as
E bng becomes much greater than BI/BR the performance approaches the
optimum FSK System.

6.6.2.3. Narrowband Bandwidth with Frequency Uncertainty,

The minimum channel bandwidth (Bc) required for a narrowband system
with bit rate bandwidth Bgy and frequency uncertainty /AF/ is

11) By > 2(Bpy + /AF/)

assume JAF/ = 10x10 °x153x108 = 1530 Hz
and from 9

2/ "Analysis of Non-coherent FSK Systems with Large Ratioa of Frequency
Uncertainties to Information Rates', A.B.Glenn,RCA DEP, Moorestown,N.J.
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i TANLE II-I
3 Cexpacison of Nen—Cehavent Perfermance with a Similar Celwrent
- ; System ~ Equivaleut Precessing Gain = 10
-
3 Bys = 10; MAXIMUM PROCESSING GAIN = 10 dB
¥ B
_, R
!
BIT LRROR ENERGY~TO- MATCHED ACTUAL y o o
PROB . NOISE DEN. | FILTFR INPUT| 2N, .u DEFICIT
I3 : 2 ‘0 (3
P, \bb/n) (s/M) (s/my, | LGB/N) =5/ )
. | _
; 1.5x107 | o0 aB -10 dB -2 dB -8 dBb
3,x1072 5 dB -5 dB 1 dB ~6 dB
: 5x10™ 10 dB 0 dB 4 aB -4 dB
_ 1x10~% 11.2 4B 1.2 dB 4.9 dB ~3.7 4B
: 3x167° 12,0 dB 2.0 dB 5.2 dB -3.2 dB
i 1x107° 12.5 dB 2.5 dB 5.5 db -3.0 dB

TABLE II-II

Camgurisen of Men—Cohereat Performance with a Similer Coheremt
System -~ Equivalent Preeassing Gain = 108

(BI-/ ) = 100; MAXIMUM PROCESSING GAIR = 20 dB
B

R

BIT CRROR | ENERGY-TO- | MAICHED ACTUAL SEF1CIT
PROB. NOLSE DEN. | FILTER INPUY|  IWPUT
A ’ - ]
P, (&, /N, sy, | L/ -(s/m),]

1.5x107t 0 dE ~20 a8 -7.5 dB ~12.5 dB
3x107% 5 JB ~15 du -4.5 GB <10.5 dB
5x10”" 10 dB -10 db 2.2 JB ~7.8 dB
1xi0” 11.2 ds -8.8 db -2.0 dB -6.8 dB
3x107° . 12.0 JB -8.G dB ~1.8 dB -6.2 db
1x1073 12.5 db -7.5 dB ~1.7 dB -5.8 dB
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Therefore

B, 2 2(2000 + 1530)
By > 7060 Hz
assume
BI = 10 kHz
then
By/Bgy = 5

It is therefore a reasonable aasumption that the loss in processing gain
for this narrowband system will be less than 3 dB, although the approxi-
mation made in the Glenn analysis requires a larger B /B ratio for the
results to be valid.

The above bandwidth requirement assumes that the modulation is either
AM or narrowband FM (or PM). If FSK modulation is used for the digital
modulation, a minimum B of the order of 1 would be required to minimize
Gaussian noise errors and spike errors at reasonable (S/N) ratios 3/
therefore, channel bandwidth Bc would be a minimum of about ZB or approxi-
mately 20 kHz under the above assumptions.

6.7 System Types. In order to make a more definitive comparison
between wideband and narrowband transmission techniques, two types of
system implementation will be selected for each technique and pertinent
parameters will be determined for each of these types from which additional
comparisons can be made.

6.7.1 Wideband System Types. The types of wideband systems to be
evaluated are: PNSS and FFH.

a) PNSS - This is a wideband type in which the instantaneour btand-
width 1s generally ejual to the total system bandwidth. That is, the
energy of each transmitted code bit is gpread over the band, although not
of uniform spectral density. Each information bit is coded with a PN code
whose bit rate is sufficlent to provide the desired degree of band-spreading.
Ideally, the length of the PN code would be sufficient to resemble a noise
burst with periodicity. However, in practice the length 2f the code is
not usually an independent parameter if matched filter processing is desired.

b) FFH - This type may also be considered a spread spectrum technique.
However, it differs from the PN technique in that only a portion of the
system bandwidth is utilized in each code bit transmission, but the carrier
frequency is switched after each code bit transmission so that the total
gystem bandwidth is utilized (usually) during a given message transmissioa.

3/ "Error Rates for Digital Signals Demodulated by an FM Discriminator’,
Donald L. Schilling, et al. IEEE Trans. on Comm. Tech., Aug. 1367.
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The desired information bandwidth is obtained by coding in a similar
manner to PNSS. A tradeoff must be made between the obtainable pro-
cessing gain per information bit and the number of separate frequencies
available for hopping.

6.7.2 Marrowband System Types. The types of narrowband systems
to be evaluated are SFH and FD, sometimes referred to as the Freque .cy
Division Multiplex (FDM) System.

a) SFH - This is a narrowband type in which the system bandwidth
is divided into several narrower bands. Each transmitter switches frum
one channel to the next in a predetermined order until all assigned channels
have been utilized. The number of assigned channels may be all available
channels or it may be a particular set of the total number. The rate at
which channels are selected (hop rate) may be approximately equal to, or
gomewhat less than the average message rate. It may have all the other
characteristics of the FDM narrowband system.

b) FD - In this type of system, the system bandwidth is also
divided into many channels whose bandwidth is sufficient to accommodate
the required data rate and modulation method. Each device transmitter
is assigned to a channel and remains on the channel for all its trans-
migsion 1life. This 1s the major difference in FDM and SFH.

6.8 Evaluation of Candidate Systems. Each of the system types
will be analyzed in terms of common performance parameters.

6.8.1 Processing Gain. Processing gain is defined as the improve-—
ment in (S/N) of the desired signal as it is processed and detected in the
receiver. Processing gain may be used to a) reduce the required receiver
(8/N) for a specified error performance; b) increase the transmission
range for a given transmitter power; or c) provide a margin of
anticipated nuise sources. Against a noise jammer, it provides a so
called AJ margin. Regardless of the system type, the maximum available
processing gain is equal to the product of the message duration and the
system bandwidth. For practical reasons, the maximum processing gain
is seldom achieved.

a) PNSS - The limitations of analog matched filter processors
for burst typc messages has already been discussed. To provide the maxi-
mum number of sensor Ior a given self-interference probability, each
message bit will be coded to provide the maximum processing gain per bit
and transmitted once, therefore, no additional processing gain is available
from post-detection processing. Assuming the maximum TgBp = 150 for a
PNSS system gives a processing gain of

13) Gp = 10 log TpBp = 10 log 150 = 21.8 dB

24
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where
BP = Pgseudo-noise transmission bandwidth
TB = Message bit duration

and since
B = 15 MHz = System Bandwidth

Tp < 10 ugsec per bit

and
14) Tm = 40x10usec = 400 usec
= meggage duration
if
N = chips per message bit
then

T @ chip duration = TB/N
The closest PN code to the assumed TyB product is
N = 151
Therefore

15) = 10x10~°

151
and the chip rate, Rc is

sec = .066 usec/chip

16) Re= 1 = 1 -6 = 15.1 MHz
T .066 x 1C
The data bit rate, Rﬂ, is

17) Ry = 1 =100 K b/s
T
B

giving a bit-rate bandwidth requirement of

< B W ki, i RAg N
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By = Ry (Hz) = 100 kHz
or
10 log B, = 50 dBHz

b) FFH - The FFH system divides the available system bandwidth
into a set of equally spaced frequencies and the spacing gives the maxi-
mun information bandwidth per transmission. The potential processing
gain is then a tradeoff between the number of separate bands used and the
allowable time for each transmigsion. If a separate frequency band is
selected for each message bit, the bandwidth per bit becomes 375 kHz.
With the practical limitation on analog matched filters of about 20 usec/bit
the processing gain per bit then is only about 8.7 dB. This would give
a wessage time of 800 usec. To achieve a higher processing gain it will
: be assumed that the system bandwidth is divided into three, 5 MHz,
i segments., All three frequencies (f1, £y, £ ), properly modulated, will
be sent each data bit time with one sequence of frequencies representing

a binary digit '1' and an alternate sequence representing the binary
digit '0'.

18) 8 = 3 = Sub-bits per message bit

BF = 15 MHz « 5 MHz = FFH transmission bandwidth
3

TSB = 20x10~% sec = Sub-bit duration

Therefore, the FFH processing gain is
19) G, = 10 log Tgy By = 10 log 100 = 20 dB
and the 40 bit message duration is
20) T = 3x40x20x107° = 2400 usec
The closest PN code to the assumed TSB F product is
N = 103

Therefore

21) T = 20x107% = .194 usec/chip
103

The chip rate is therefore
22) R~ %_ = 5,15 MHz Mbp/sec

The data bit rate is

26
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23) Ry=~_1 = 10 = 16.6 Kb/sec
3Ty 60

from which the data bit-rate bandwlidth is
Bp = RD (Hz) = 16.6 kHz

or 10 log Bp = 42.2 dBHz

and the code bit-rate bandwidth is

B.= 1 = 50 kHz
Tsp
or 10 log Be = 47 dBHz

With the vedundant transmission of three sub-bits per message data bit,
matched filter processing, follocwed by digital processing of the three
sub~bits, can veduce the required (S/N) per sub-bit, although a net energy
loss will result when compared to matched filter processing of the full

data bit.

c) SFH/FD ~ The SFH and FD narrowband system types are similar
in most respects, since similar modulation and demodulation characteristics
would be applicable to each. Altiough modulation methods will be evaluated
and compared as a separate exercise, it will be assumed for this evaluation
that FSK would be used for the SFH and FD systems, Therefore, the
processing gain to be expected in the receiver depends on the channel band-
width for a given bit rate and frequency uncertainty. From previous
consideration it is estimated that a minimum processing gain per channel
of 8 dB may be obtained, providing the input (S/N) is reasonably high»( 10 dB)

6.8.2 Required Output Signal-to-Noise Ratio £§£N)- The signal-to-
noise ratio required at the decision device (to reconstruct the modulating
signal, m(t)) depends upon various allowable error probabilities which
may in turn depend upon the structure of the message. In addition any
redundancy in the message due to coding is also significant.

If the recelver could decide when the signal-to-nolse ratio was
sufficient to permit the decoding to take place within the allowable
error rate, it could squelch the signal into the decoder until the ({g/N)
was adequate for the decoding reliability required, then process the
incoming signal. Alternatively, the message can be coded with a preamble
from which the subsequent decoding of the message would depend on receipt
of the correct message preamble. For purposes of comparison, the latter
case will be assumed. An eight bit preamble will be assumed for message
detection and false alarm probability evaluation, from which the required
(S/N) can be determined. Subsequent probability of bit error will then be
evaluated, given tudat a message is present.
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a) PNSS - The reference PNSS aystem utilizes a 151 chip PN code
per message data bit. To evaluate false alarm and detection probability

let
P = Prob. of message detection (Preamble Detection) given

that a message was sent

PDB = Prob. of data bit detection
then
8 8 i (8-1) (6 out of 8 correct
24) PDM = 7 PDB (l—PDB) bits in the Preamble)
1 =06 i
= 56 PDB6 (1 - 1.86 PDB + ,875 PDB2)
but

PDM = ]-(Prob. of message dismissal due to noise only)

= 1-.01= .99 (specification)

therefore, from 24)
25) PDB x 924

To determine false alarm probability let

FAD = expected false alarm per day

Ppay = prob. of message false alarm

PFAB = prob. of data bit false alarm

Pc = prob, of false alarm during chip time
The probability of message false alarm, P s, 18 based on the assumption
that 1if six data bit false alarms occur wgégin a time interval equal to

eight data bits, given that one false alarm has occurred, then a message
will be declared and therefore a message false alarm will have occurred.

26) Peap ™ 151 Pc
and a message false zlarm will occur with a probability of
27) PFAM = Q‘PFA96 (six false alarm bits out
of 8 bit times)
since
PFAB << lc

28
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28) FAD = (PFAM) x (message opportunities per day)

= Ppay % 8.64 x 104 _ 1
80 x 10°0

L s S LR
.
+

but
FAD 5: 1 (specification

therefore, from 26, 27 and 28:

29) P = 1074
c

Using the detection and false alarm parameter values from 25 and 29,
' the required (8/N) is found to be

30) (S/N)PNSS = 12 dB (Recelver sensitivity = ~103 dBm)

The digital processing gain resulting from the preamble is found to be
approximately 3.3 dB. Therefore, if matched filter processing could

have been performed directly on the eight bit preamble, the required
preamble Eb/n) would have been 15.3 dB. Since the (8/N) given hy 30 mav be
equated to the cnergy per bit to noise density (Eb/n) the power reyuired

is greater when a matched filter per bit is follouwed by digital processing,
and, therefore, the procegsing loss is

31) Loss < [15.3 dB - 12 dB ~10 log (8) d3| = 9.3 dB

Once a message has been detected (with a given coufidence) the prior
knowledge about the message (bit rate, length, etc.) permits the sub-
sequent evaluation of the bits (as belng either a '1' or '0') to be

made with greater confidence, or with a smaller probability of error.
With matched filter processing of the data bigs ohe bit error probability,
with the Eb/“ giveu by 30y is legs than 107, and therefore the total
message error probability of 4x10™3 for a s.ring of three repeaters plus
a UCR is easily met.

b) FFH - The reference FFH system utilizes three PN code bits
per message bit with each code bit containing 103 chips. Using the same
preamble and processing criteria as before, the required probability
of detection per data bit 1s still .924. However, since there are now
three code bits per data bit, and the probability of detecting a code
bit is the criterion which will determine the E /4 per cude bit,
digital processing of the code bits is possible. The optimum choice
is two out of three code bit detections for a data bit detection: 4/
With these constraints, the required probability of detection per code
bits is

32) Py . 831

4/ Schwartz, M. "A Coincidencc Procedure for Signal Detection," Trans.
IRE, Vol. IT-2, No. 4, Dec 1956.
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and the allowable false alarm probability per chip is about
7 x 10~4but will be assumed to be 104, as with PNSS. The required
(S/N) is then determined to be

33) (S/N)FFH = 11.2 dB (per PN code bit) {(Receiver sensitivity =
-107.1 dBm)

Whereas the energy per code bit has been raduced by 0.8 dB vs. PNSS,

the energy per data bit has been increased by about 4.8 dB. Much

of this difference results from the fact that che processing time cannot be
increased to compensate for the reduced bandwidth of the FFH code bits,

due to practical design limitations.

c) _SFH/FD - These system types are agajn considered equal for the
purpose of the (S/N) requirement. There will be one bit per data bit and
it is assumed that message preamble and preamble processing is the same
as for the PNSS and FFH. Therefore, the probability of detection per
data bit will be identical with the PNSS. That is

34) PDM = .99 (specification)

35) PDB = ,924 (see 24))

The bit false alarm requirements will be different due to the bit-rate
bandwidth, Bp, differences. Ffor the given by 12, the probability of"
false alarm per bit is about 1.5 x 10-¢ . For purposes of this relative
comparison it will be assumed that the bit false alarm probability can be
no greater than 10~2 giving a required S/N of

36) (S/N)yg 2 9.8 dB

Although ..e probability of false alarm per opportunity given above
meets the message false alarm probability requirement of 1 false alarm
per day (FAD), in practice, the decision threshold would be set to
provide a Ppap of about 10~4. wWith the same missed message requiremant,
the requirea S/N or Ey/n would be increased to about 12 dB. The actual
value may be determined by the bit error probability requirement (see
next section).

6.8.3 Error Probabilities. Once the message has been detected,
with the desired confidence, by declaring that the preamble has heen
received, the prior knowledge about the message (bit rate, length, etec.)
may be used to aid in decoding the message. In order to estimate the
subsequent error probability during decoding at the given E?/n ’
additional information must be available, namely, what moduJation method
is used.

For the PNSS and FFH system, a SWD will be assuned for coding and
modulating the data bits producing a PSK output at the regpective chip
rate. Since a complementary device will be used in the receiver, the
resultant system is approximately equivalent to a coherent PSK system from
which the relation between the error probability and bit energy-to-noise
density in the receiver is given by

30

g

“OY T

fit T i il L LR A Stk A e o htli dnd RTREF TR U I DL T TR Ml i o i o ottt S e




o Ve - NPV YRR ) p e ane

Ty —

-;--ws-p«“—

& h 37) Pe =1 [i-erf Vﬁ/n.]
: . 2
. For the SFH/FD systems, an FSK non—coherent, "matched" filter

env .lope detector/processor will be assumed for comparison purposes.
= Performance of practical filters need be no worse than about 1 dB
Jess than matched filters, so the above assumption is not too farfetched.
For this case, the probability of erxor becomes AR

38) Pe =1 exp - E
2

———t—

2m

a) PNSS - Using the relation 37 and the value of (S/N) given by
29, the error probability after message detection becomes

[rers v1579)

39) Pe =

- b) FFH - Using the relation 37 and the value of
.- 32, the error probability after message detection becomes

! Pe =1 [i-erf ¥13.2
.. FFH 2

- 1.4 x 1077

‘ c) SFH/FD - Using the relation 38 and the value of (S/N) given by
36, the error probability after message detection becomes

Pe =1 exp |_ 9.5
‘ 2 2

= 4,2 x 1073

This erxor probability is not sufficient to meget the link requirements
listed previously. Tn obtain a Pe of 3 x 10" or less, as required, the
(S/N) must by increased to about

(s/N) = 13 dB (SFil/FD)

- (Receiver sensitivity = -119.3 dBm)

When the decision threshold is set for the same message detection proba-
. bility with this (S/N), a false alarm would almoat never occur, Twa alt-~
. natives are possible: 1) the message detection probability may be
i - fucreased, thereby increasing the bit false alarm probability but still
£ maintaining the expected false alarm of one per day. or 2) the preamble
may be reduced from eight bits to three bits which would still maintain
the required detection and false alarm probabilities.
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With a three-bit preamble and a two-out-of-three digital processor
for message detection, thas required bit detection probability becomes

41) PDB = ,941

_ With the threshold set for the P
o alarm becomes

pg 3t 2 (S/N) of 13 dB, the bit false

. - =5
o 42) PFAB 1 x 10

o which 1is sufficient to meet the message false alarm per day requirements.

This (S/N) of 13 dB will be used instead of 36 for the narrowband systems.
Error performance for all alternatives is given in Table II-III.




4
, *¢~0TXT°E ST ¥ON enTd siajedadsx

mj 991yl I0J 2J IgeD ISIOM .qsOHNmN.ﬂ ST 1I9AT9va1 9T8urs 103 ad peanbey (2)
ss9nTea UOTIBITITO2dS (T)
L9 )
1-0T%%" [ ugp T°/0T~ 1> 66" -gp 1T 8 B:d  (2)
0T%S°8 agp £01- 1> 66" gp T 8 Sskd (1)
mn QNWEEQIA 9.
-
¢ 0T¥T°T ugp €611~ > 66~ P €1 € aasuas (D
s ANVEMOYYVN 'V
(2) =2 (D a4 M . .
20§33 119 ALIAILISNAS AVQ ¥3d WIVIV d °(u/=q) SIId
40 *40dd wIATEOAE| FSIva “oSK -goda | c1dQ "HOSKH -€odd| (R/S) IndiNo ITIRVIEd FATIVIALTV

HONVRE0I9Ad YOM¥d GNV*WREVTIV 3STvd ‘NOIIDALIT

III - IT 19Vl

e - L et e s T e e



Eation i Cach ok cn el o R R e R
A . SR

6.8.4 Transmitter Power Requirements. A fundamental measure
for comparing the various transmission techniques is the transmitter
power required to meet the same performance requirements in a given
environment. There is a limit to the amount of power which the battery
is capable of providing, or given that the battery can provide the
power, the expected life of the sensor, relay, etc., is a function of
the transmitter power requirement. For the sensor, the power will be
determined based on an estimated loss for a 15 km line-cf-sight distance
to the repeater. For the repeater, a 60 km range will be assumed.
Path loss for these ranges assumes a European-type terrain with the
device antenna characteristics as shown in Table II-~IV,

TABLE II-IV

Device Antenna Characteristics

DEVICE ANTENNA HT ANTENNA GAIN Lp,MEAN

PATH LOSS
UCR 13 meters 2 dBi ———
Repeater 13 meters 2 dBi 158 dB/60 km
Sensor 1 meter 0 dBi 145.6 dB/15 km

Other parameter values which will be used for determining power
requirements are:

T, = Antenna Noise Temperature = 1300°K (ambient)

L

Filter and Cable losses = 1,5 dB = 1.42 ratio

F

Recetver Noise Figure = 4.5 dB = 2.82 ratio

Te = Equivalent Noise Temperature = T, + (LF-1) 290° ¥

ndBm = Receiver Noise Density = 10 log kT, = 165.3 dBu/Hz

a H?r) = Net Loss from Transmitter Qutput to Recelver Terminals
= (Path Loss) - I (Antenna Gaing) = Lp = Gap =~ GAR

Sensor-to-Repeater or UCR:

43) a (r) = -0+ 145.6 dB - 2 + 143.6 dB

Repeater-to-Repeater or UCR:

44) a (r) = -2+ 158 dB - 2 = 154 dB
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6.8.4.1 Ambient Noise Envis >nment. The peak transmitter power
requirement for the sensor and repeater tranamitter will be determined
for an assumed noise environment only. Pertinent parameter values are
glven in Table A-I 5/ with the resultant power values.

a) Wideband Systemsa - The PNSS and FFH power requirements are
determined from equation 6 on the assumption that a surface wave device
(SWD) 18 used for coding and decoding the messages.

b) Narrowband Systems - Power requirements for the SFH and FD
systens are determined from equation 1y assuming a non-coherent FSK
modulation with frequency uncertainty. Therefore, the (S/N)IF required
to obtain the Eb/n of 13 dB would be about 5 dB. This accounts for the
approximate 2 dB loss in the detector against the potential 10 dB of
processing gain due to bandwidth reduction.

6.8.4.2 Noise Jammer. A/J Margin.(Classified) 5/

6.8.6 Spectrum Utilization., The ability to operate REMBASS sensors
in the presence of other co-band users has been briefly addressed under
the condition of RFI susceptibility for each of the transmission techniques.
In view of the short duration burst nature of sensor signals it is not
likely that these would cause significant interference with other users of
the same RF spectrum as REMBASS, regardless of the transmission technique.
This has proven to be the case with Phase III sensor signals. Therefore,
spectrum utilization will be considered from the standpoint of REMBASS
alone.

6.8.6.1 Number of Available Channels

a) PNSS/FFH - Both wideband transmission types utilize the full
system bandwidth during each transmission, therefore only cone channel is
avallable for all sensors.

b) SFH/FD - On the basis of previous assumptions concerning modu-
lation method, bit rate, etc., the required bandwidth per channel is
20 kHz. With a 15 MHz system bandwidth, this would provide 750 channels
for the narrowband transmission technique. To minimize co~channel inter-
ference and simplify hardware design, it will be assumed that only
alternate channels are used which would provide 375 usable channels.

6.8.6.2 Total Number of Sensors

a) PNSS - The total number of sensors accomumodated by the wideband
PNSS system may be determined from 7. The message duration (40 bits)
is given by 1l4.

5/ Sections 6.8.4.2 thiu 6.8.5.5 including Tables A-Y, A-II & A-III
are in Classified Addendum A.
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n = P (n>>1; ATm<<l)

3ATm
P= .01
A= ,005
Tw = 400 1076
n = .01
3 x .005 x 400 x 10°°
n = 1670 sensors

b) ¥FH - The message duration for the FFH system 1is 2400 usec,
therefore

n = 278 sensors

c) SFH ~ To determine the number of sensors which the SFH system
can accommodate, one must select the number of chamnnels in the hopping
sequences. This set of channels then becomes a "hopping channel". The
number of "hopping channels" is found by dividing the number of channels
in the sequence into the total number of channels. Since there can be
no more than 32 sensors (on the basis of previous calculation) per
"hopping channel," the number of sensors accommodated by the SFH 1s
inversely proportional to the number of channels in the hopping scquence.

Assume that each "hopping channel" consists of a specified set of
7 channels arbitrarily distributed over the system bandwidth. There will
then be

75 = 50 "hopping channels"

5
With 32 sensors per "hopping chanmel," the SFH can accomodate

50 x 32 = 1600 sensors total.

If a set of 5 channels is selected per "hopping chaunel," the number of
"hopping channels" becomes 75 and the total number of sensors 1s increased
to 2400 total. For comparison purpuses, it will be assumed that a set of
5 channels is used for a "hopping channel.

d) FD - The message duration for the channelized system was based
on 32 sensors per channel. If all 375 channels are usable (which is
unlikely), the total number of sensors which may be accomodated by the
narrowband FDM technique 1is

n = 375 channels x 32 sensors
channel

= 12,000 sensors
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Although there will never be a requirement to deploy 12,000 sensors
at a given time, having this capability permits a greater flexibility
for assigning sensor ID in addition to reducing self-interference
between sensor transmissions in areas of higher-than-normal activity.
(8ee Table II-V and II-VI).

TABLE II-V

SPECTRUM UTILIZATION

AVAILABLE CHANNELS & TOTAL SENSORS

SYSTEM TYPE AVAILABLE CHANNELS TOTAY. SENSORS
WIDEBAND 2
(1) PNSS 1 1670

¢(?) FFH 1 278 1
NARROWBAND 4
(1) SFH 75 "“Hopping Channels" 2,400

(see Note)
(2) ¥» 375 12,000 10

Note: A “hopping Channel" is a set of 5 channels used In a hopping

sequence by a given set of 32 sensors or less.
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- 6.8.7 Versatility (See table II-VII). The versatility of the
transmission techniques will be compared on the basis of the ability
to transmit analog data messages in addition to digital data messages.

an The measure of comparison will be the relative increase in equipment
£ requirements necessary to transmit the analog data in the most expeditious
] .. manner. A loglcal assumption applicable to all systems in that analog
3 data transmission will only be required from a limited number of sensors
v and then only on command.

{l o Two possibilities exist for digital transmission of analog data
L .. over the wideband systems: a) pluse code modulation (PCM); or b)
delta modulation (DM). Quantization noise (S/N)q is inversely propor=~

| tional to the number of levels of the PCM code and to the bit rate for

o DM. For bit rates up to about 40 Kb/s, DM provides a better signal-to-
i v quantization noise ratio than PCM but for higher bit rates, PCM out-
i
!

performs DM from the standpoint of (S/N)q. An additional advantage with
DM is that a single bit error can cause only minor distortion in the
output, whereas a bit error in PCM may cause an equivalent noise spike
of from the least incremental level to full amplitude, depending on
which bit 1s in error. Therefore, DM will be the mode of transmitting
analog data using the PNSS wideband technique, and may be applicable to
FFH also.

For the narrowband systems, direct transmission of the analog data
will be considered using linear FM.

a) PNSS - By using the same word length, message rate, etc. as
used for digital data, only the sensor would be modified for transmission
of analog data using DM. Assuming that 21 bits of the message may be used
for transmitting the DM data, an average bit vate of 21 x 833 = 17.5 Kb/sec
may be obtained. With this data rate, the signal-to—quantizing noise
ratio (S/N)q will range from about 10 dB at the upper analog frequerncy
to about 25 dB at the lower frequencles. Observations on commercial
telephone circuits have indicated a (S/N)q of at least 26 dB is required
for acceptable performance. The additional circuitry required in the
sensor is relatively minor, consisting of a pulse generator, digital
modulator, comparator and integrating network. In order to increase
the signal-to-noise ratio, the average bit rate would have to be signi-
ficantly increased. This would require modification of all equipments
to accommodate combined analog and digital data transmission interchange-
ably.

b) FFH - The performance and equipment modifications would be
esgentially the same for the FFH system as for PNSS. An alternate
technlque for analog data is shown in Figure 2-6 in which analog data
is transmitted by linear FM over a selected narrowband channel similar
to the narrowband technique.

c) SFH - Adding an analog capability to the 5FH system would require
some equipment additions and modifications. Linear analog transmission
from the sensor would mean that the sengor must switch to a separate
channel and operate in the same way as the channelized FD for the duration
of the transmission. A separate and distinct analog.relay would be
required in addition to a separate UCR.

39
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Therefore, the added cost and system complexity would be significant,
Whereas the (S/N) of a quantized digital system 1s more or less constant
and independent of the number of repeaters between the sensor and the UCR,
linear analog modulation would suffer a degradation of (S/N), as well as
dynamic range through each repeater. It is doubtful that the (S/N) of

the SFH system would be any better than the digitized systems which usge
the same word length and messsge rate in their digital message design.

d) FD - Adding an analog capability to the channelized FD system
would be less expensive than for the SFH system. Only a linear modula-
tor would be added to the sensor (not counting the command receivers,
etc., which would be required of all systems since the same channel
frequency and transmitter would be used on both digital and analog). In
the repeaters, a disc¢riminator and 1inear modulator would be required if
a baseband repeater is used. Otherwise, a mixer would be required 1if "an
IF repeater is used, to translate from the IF up to the output frequency.
A separate output frequency would be required if a combined digital/analog
repeater was used. The analog repeater could serve to relay both analog
and digital data, if desired. A siuwilar degradation of the signal would
occur through each repeater as with SFH and therefore may be as bad
or worse than a wideband unmodified digital system.

Due to the dual use capability of sensor components and repeaters,
the added cost of the FD system would be less than SFH.

The (S/N) performance of the narrowband systems may be approximated,
using the same channel characteristics as for digital data transmission.

The IF bandwidth is given as 20 kHz. This full bandwidth may be
used for the analog signals. Using Carson's Rule for the bandwidth
required for linear modulation

20 kHz = 2 fu (1 +B) + 2/21/

fm = highest analog frequency
= 2000Hz
/8f/ = frequency uncertainty = 1530 Hz
Therefore,
B = 3,25

If the repeater and UCK use an FM discriminator for demodulation of the
analog signals, a (S/N) improvement ma2y be obtained provided the input $/N
is above the threshold (about 10 dB). This is approximately

40
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(S/N) Improvement = 392 BIF

2fm

-3 (3.25)% x 20 Kklz
2x2 kHz

@ 158 = 22 dB

From previous computations, it is clear that the required input (S/N)
cannot be maintained without sacrificing some A/J margin. However, with
no jamming and under the previous assumption of receiver noise and
transmitter power, the improvement factor above may be realized. Where
three repeaters are cascaded, dynamic compression and increased noise
level may reduce the (S/N) at the UCR by 6 dB or more. Therefore, the
(S/N) performance of the narrowband systems may range from 26 dB to 40 dB,
with a more likely value of 32 dB. On performance alone, the narrowband
systems are somewhat superior to the digitized wideband systems which
have been optimized for digital data instead of analog data.
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6.8.8 Reliability (see Table II-VIII). Since reliability is
usually related to hardware performance, it 1s not really meaningful
to speak of reliability in counnection with transmission techniques.
Howevzr, the influence of a particular type of transmission system
on the subsequent complexity cf the communication hardware could be
related to reliability indirectly. Nevertheless, reliability could
only be considered in a relative manner, rather than a mean~time-to-
failure (MITF) or some other standard measure of reliability. Similar
types of components would be used in all systems except, perhaps, the
analog surface wave devices for the wideband systems. Since the wide-
band techniques require more transmitter peak power than the narrow-
band techniques, it is possible that this could result in a potentially
less reliable sgensor and repeater for the wideband systems. The FFH
! gystem requires three times the amount of coding and decoding equipment
k ; as compared to the PNSS system and, therefore, would possibly be

WY ey

f ranked below PNSS for the wideband systems.

! Of the narrowband systems, the SFH requires synchronization between
- the individual transmitters and receivers. In view of the frequency

! stability problems of reference oscillators, even if synchronization
could be obtained in some way initially, it is doubtful that it could
be maintained for reasonable length of time. Therefore, a means of
synchronization would have to be included in the system. The logical
weans would be a command link to each repeater and sensor. This
necessitates additional equipment, and, consequently, a lesr-reliable
system., In view of this, it is expected that the SFH may be less reliable
than efther of the wideband systems. It is, of course, axiomatic
that the long term synchronization problem is reduced in direct pro-
portion to the increase in hopping period. However, the initial
synchronization problem would still remain.
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6.8.9 Schedule (See Table IT-IX).

€.8.9.1 Development Time

a) PNSS ~ Based on the use of Surface Wave Devices (SWD) as com-
plementary matched filters, the performance indicated in this evaluation
can be achieved with little additional development effort. However, in
view of the excessive peak power requirements to provide the A/J margin
indicated, it is imperative that additional processing gain must be
obtained to reduce the power requirements. To get a significant increase
in processing gain with SWD's would probably require a significant in-
crease in processing gain with SWD's would probably require a significant
development effort of two years or more. A corresponding development
effort would be necessary to develop, or improve, batteries to provide
the highpeak current requirements which are inherent in wideband systems.

b) FFH - The high peak power requirements of PNSS are also a
characteristic of FFH since it is also a type of spread spectrum system.
Therefore, the development requirements of the two would be essentially
the same.

c) SFH - As noted previously, synchronization of the system
transmitters and receivers is the major operational problem with this
technique. To preclude the use of a command link to all devices, it
would be necessary to develop very able clocks. This is not so much
of a problem for equipments which have sufficient power available so
that temperature control of c¢.ystal oscillators is possible. Since
power is not available for ihis purpose in sensors and repeaters, some
other means must be developed to accomplish this. It has been estimated
that an update, or resynchronization, of all clocks would be required
about once every 26 days with + 5 ppm clocks. Clocks of this stability
are not commercially available in quantities at a reasonable price.
Therefore, a development effort is necessary to satisfy this require-
ment. More stable clocks will be required to meet REMBASS requirements
if a link to all devices is not available.

d) FD - The technology to meet the requirements of REMBASS (with
the ex:eption of certain types of ECM) is currently available. Added
performance could be obtained if more stable frequency sources were
developed; however., this is not necessary. It does not seem to be
cost effective to try to develop a system to meet all the postulated
ECM threat when one considers that the threat is not well defined, and
in addition, if the system was designed to overcome the expected threat,
the duration of this superiority would probcbly be shortlived. It is
concluded “hat the FDM technique would require the minimum development
of all the techniques considered.
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6.8.10 Risk (See Table I1I-X). The risk assoclated with either of
the transmission techniques 18 almost exclusively in the engineering, or
advanced, development area.

6.8.10.1 Development Risgk

a) PNSS - If this system is specified to provide either the pro-
cessing gain to reduce the transmitter power requirements, or to provide
the battery mecessary to provide the power necessary with the currently
available processing gain capability, the development risk would have
to be considered high in either case.

b) FFH ~ The development risk assoclated with this system would
be comparable to PNSS due to the similarity of the two techniques.

c) SFH - The primary risk associated with SFH is in development
of a high stability clock. Since there i1s a cost performance trade-off
here, the risk would only be considered moderate. In other words, 1if
the desired stability could not be obtained, a shurter 2xpected sensor
(repeater) life could be accepted as an alternative.

d) ¥D - On a comparative basis, the risk associated with this
gsystem type 1s congidered to be least since no unique developments are
expected. Most of the development efforts would likely be those which

are common to all techniques.
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6.8.11 Logistics (See Table II-XI).

6.8.11.1 Test Equipment Requirements. Only unique test equipment
requirements will be considered.

a) PNSS ~ The rest equipment required for servicing equipment of
this system would only be moderately extensive. Special test generators
and vecelvers could be made from standard equipment components, such
as SWL's and transmitter and receiver modules.

by FFH - The test equipment for servicing this system would be
slightly more complex than for the PNSS, but standard equipment com-
ponents could be used for building the test equipment.

c) SFH - The test equipment requirements for the SFH would pro-
bably be more complex than either of the other systems due to the
necessity for providing and maintaining synchronization of the hopping
frequency.

d) FD - No unique test equipment would be required for this
system. A general automatic test equipment made up c¢f standard commercial
components should provide the necessary servicing capability. Therefore,
the test equipment requirement for FD is considered to be minimal.

6.8.11.2 Maintenance Skills Required. 1In general, it might be
expected that technical expertise required by maintenance personnel would
be of equal level. This 1s considered to be true for the PNSS and ¥D system
types in particular. Due to the nature of the frequency hopping systems,
they are assumed to be somewhat more complex from the standpoint of equip-
ment calibrations and fault isolation. However, the FFH and SFH should
be considered only slightly more demanding in maintenance skills required.

6.8.11.3 Equipment Adjustments Required. The PNSS, FFH, and FD

systems require no special adjustments of equipments prior to, or during,
operation. The SFH would require an initial synchronization of frequency
and hopping rate, as well as possible readjustments during its operating
life, either automatically or manually.
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6.8.12 Costs. The subject of this analysis is techniques .and

] - methods of data transmission and as such does not involve equipment
3 . or hardware i{tems, except in an implicit way. Therefore, it is not too
? we meaningful to speak of costs except in a relative manner. The major

' cost items of a given hardware element would be the same regardless

of the transmission techniques selected. For example, in the sensors
major cost items will be the detection and processing functions, sensor
case, packaging, etc., which are independent of the transmission

_ .. technique. This 18 also true in the case of repeaters, although perhaps
g : not to the same extent.

6.8.12.1 R&D Costs. Of the alternatives considered, the

channelized FD system would undoubtedly entail the least R&D cost
necessary to bring it to a production position. This is because
of its similarity to the SEAOPSS (DSPG Phase II1) sensor communication

. technique. The SFH system would rank second with regard to R&D

) costs even though it would be desirable to develop an improved low

: frequency clock source to obtain the frequency stability required
for reasonably fast switching rates (1/10 sec.). Both wideband
system types conaldered would require additional processing gain
to overcome their susceptibility to background noise. SWD's with
a processing gain of 30 dB or more have been built, but they are
expensive and have never been built in production quantities.

adiorao o

The relative rating, with respect to R&D costs, of the system
types is summarized in Table II-XII.
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? TABLE I - XII
ks COSTS, R&D
;
3 Alternative R&D
2 (Note I) &/8 |
] A. Narrowband
; 1) SFH 1) Some additional R&D required to
' improve clock sources,
2) FD 2) Probably lowest R&D costs of either
gystem type
8/10
4/6
B. Wideband
1) PNsS R&D costs required to field these
gystem types will likely be higher,
2) FFH assuming additional processing gain
will be obtained to reduce peak power
requirements.

Note 1. Relative rank of alternatives.
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6.8.12.2 Acquisition Costs. This is the cost required to
procure and supply an initial system hardware item to the user. There
are two major cost categories: a) non-recurring; and b) recurring.
As stated previously, there are certain costs which are independent
of the transmission technique selected for the DTS; therefore, rather
than estimate a total acquisition cost for the DTS, a relative cost
comparison will be made between the transmission techhniques for each

of the major equipment elements in the DTS.

In order to make a meaningful comparison of the cost impact on
the DTS of each transmission technique, functional block diagrams of
